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ABSTRACT
The majority of biostatistical texts focus on statistical methodology including statistical tests, their assumptions, calculation, and interpretation.  However, biology students and medical residents also need to learn about study design and correct interpretation of quantitative data.  Unfortunately, mistakes in these areas are commonplace and come under the rubric of fallacies in numerical reasoning or methodological errors in research.  A number of fallacies have been given names such as: “lack of a control group”, “lack of denominators” and “regression to the mean.” As a method of illustrating these fallacies, I present the students with short scenarios, some of which were abstracted from the medical literature.  I encourage them to explain in terms of fallacies what they believe is wrong in the design or the author's explanation by giving rewards in the form of candy to the first student who gives the correct answer. In this article I will give a list of sources that discuss fallacies in numerical reasoning.  I will also present a number of examples I use in my course instruction and discuss my interaction with students concerning these examples. I taught undergraduate statistics for 20 years, the majority at the University of North Carolina at Charlotte.
1. INTRODUCTION
     The terms “statistics with a small s” and “statistics with a capital S” have been used to distinguish between the technical (small s) aspects of statistics, such as the differing assumptions between the Wilcoxon rank sum test and the t-test and how to calculate the tests, and the larger (capital S) issues of study design and interpretation of the data.  As a member of the editorial board of the New England Journal of Medicine, John Bailar III has said that the majority of the articles that he rejected at NEJM for statistical reasons were due to the mistakes in the design and interpretation of the data rather than mistakes in the technical aspects of the analysis (J. Bailar III, MD, PhD, personal communication, January, 1998).  Victor Cohn (1989, A note to readers) has said, “The rules of statistics are the rules of good thinking, codified”.  Despite this powerful testimony to the primacy of statistics with a capital “S”, most statistical texts focus on statistical methodology rather than study design and interpretation.

     In addition to only a modest emphasis on study design and interpretation in most statistics texts, biology students and medical residents frequently encounter medical literature where incorrect study designs and mistakes in interpretation of quantitative data are common.  Therefore these students would benefit from training in study design and correct interpretation of quantitative data.     

      Several authors discuss typical errors in design and interpretation.  Colton (1974) designates a chapter in his text, “Fallacies in Numerical Reasoning”.  This chapter includes nine major types of fallacies with examples and explanations.  The fallacies include: lack of denominators, lack of or inappropriate comparison group, and lack of age adjustment.  Andersen (1990) has twenty chapters with types of methodological errors made in medical research.  He describes each type of error and then gives five to ten examples from medical papers with citations to the original article.  David Moore’s Statistics: Concepts and Controversies (1991) also contains a number of fallacies taken from journals, television, and newspapers.  His book has a number of cartoons that demonstrate these fallacies in a humorous fashion.  Roht’s Principles of Epidemiology: A Self-Teaching Guide (1982) contains a number of exercise problems that contain some error or bias, with answers to the problems included in the text.  Huff’s How to Lie with Statistics (1954) was one of the earliest texts devoted to these types of fallacies (suggesting that some may be intentional?).  Victor Cohn’s News & Numbers: A Guide to Reporting Statistical Claims and Controversies in Health and Other Fields (1998) discusses many of these same issues for non-statisticians.      

     To illustrate these fallacies, I present the students with short scenarios and ask them to describe what they believe is wrong in the study design, the analysis of the data, or the author’s explanation of the results.  To encourage students to participate, I give candy (individually wrapped Peppermint Patties work well) to the first student who gives the correct answer.  The students must raise their hands to answer so there is no confusion about who deserves the candy.  After explaining Occam’s razor, I point out to the students that their answer may be partially correct, but that I will give out the candy only for the best answer.  Occam’s razor states that in logic and science, the explanation that has the fewest assumptions (i.e. the simplest) is most likely the correct one. At a later date, I test mastery of these concepts by giving them similar scenarios to critique (see Appendix for extra test questions).  Some of the fallacies have been given short names to describe them such as lack of denominators or lack of age-adjustment. If this is the case, on the test, the student can get credit for listing the name of the fallacy. If the fallacy does not have a short name, or if the student cannot remember the name, they can get credit by giving a short explanation. I devote a full lecture to fallacies.
In their evaluations of the course, a number of my students have mentioned that our fallacies discussion was their favorite lecture.  One semester, a particular student had his hand raised first with the correct answer for nearly every example.  I jokingly asked him if he had already sat in on my lecture.  He said no but indicated that he was a philosophy major who enjoyed logic.  After winning 3 candies, I asked the student to give others first shot at getting a candy.  Another student came up after one of lectures and told me something I already knew.  She said, “Dr. Norton, there were a number of students who had not raised their hands at any time during the semester who were now trying to win a candy.”  I have only run into two major problems with this lecture.  The first, is that a few students complain that on the test the choice of which is the “best answer or most correct answer” is arbitrary.  The second, is that when I ask questions in subsequent lectures, someone always asks if I will be giving out candy for the correct answer.   I was pleasantly surprised at how well this lecture was received by medical residents at the hospital where I work.  For one of my presentations, the Chair of Emergency Medicine challenged his residents to try to win more candies than he could. A shortened version of this lecture won “Best Contributed Paper” at the Joint Statistical Meetings in the Statistical Education Section.  After this presentation, a professor approached me to say in the future he planned to warm up his students pre-lecture by posing a fallacy for discussion.  I have also given this lecture to the Detroit chapter of the ASA.
I will now share with you some of the examples I use.  I will first present the examples and the answers will be given in a later section of the article.
2. EXAMPLES OF FALLACIES
Example 1:  North Carolina has 100 counties.  The NC Tuberculosis (TB) Control Program reports the number of cases by county.  Table 1 contains the number of TB cases for the 5 counties that had the most cases of TB during 2012.
Table 1.  TB cases in NC for 2012
	County
	No. cases TB

	Mecklenburg
	30

	Guilford
	17

	Wake
	16

	Robeson
	13

	Durham
	10


From this data it is determined that the county where a citizen is most likely to have had TB in 2012 is Mecklenburg (which contains Charlotte). Why is this conclusion not valid?

E2.  An information service company ranked the 1994 Honda Accord as the car most likely to be stolen in the U.S. for 1996 (USA Today, January 27, 1997).  The company based its rankings on the total number of cars stolen in 1996 by make and model.  A spokesman for Honda objected to the analysis.  Why did the Honda Corporation think this analysis was unfair?  What change in the analysis did the Honda Corporation recommend?

E3.  That Utah is a healthier environment than Florida is supported by the fact that in 2012 the mortality rate for Florida was 918 deaths per 100,000 population while in Utah it was 549 deaths per 100,000 population, nearly a twofold difference.  What is wrong with this conclusion?

E4.  [From Colton (1974)] A review of a clinic’s records of diabetic patients revealed approximately 3,000 cases for which data on maximum weight were available.  It was found that approximately two-thirds of the patients had been, at some time, 11 percent or more overweight.  This provides evidence of an association between obesity and diabetes. Do you agree?  What is missing from the analysis?
E5.  Karl Pearson (1903) graphed the heights of sons and their fathers with the son’s height on the Y-axis.  Suppose we do this in 2015 but only for fathers who are over 6’4”.  The sons are all adults who will not grow any taller. Answer the following questions:

a. What is the average height of the adult male in the US?

b. Will the average height of the sons of fathers over 6’4’’ be approximately the same as the

average male, shorter, or taller?

c.  Will the average height of the sons be approximately the same, shorter, or taller
compared to their fathers average height?

E6. Suppose I claim to have invented an elixir to lower blood pressure.  I measure subject’s systolic blood pressure (sbp) one time at baseline and then again after 6 months of daily treatment with the “medicine.”  I only enroll subjects who had baseline sbp greater than 160 on the one reading.  Suppose the elixir actually has no effect and the patients’ health has not changed in the 6 months of the study period.

a. Compared to the average sbp (approximately 122 mmHG) in the general population, at 6
months will the average sbp of the subjects be about the same (122 mmHG), lower, or higher?

b. Compared to the subjects’ average sbp at baseline, at 6 months will the average sbp of the
subjects be about the same, lower, or higher? 

c. Suppose you represent a pharmaceutical firm that I am trying to convince that the elixir

works.  Suggest two changes in the design that would improve the study so that it really tests whether the elixir works.

E7. A company is concerned that a chemical used at one of their plants may be a carcinogen.  They compare the cancer rate of the workers exposed to the chemical to the cancer rates of the general population.  Assume that age, race, and gender are similar between the two groups.  Suppose that the cancer rates are identical to the rates for the general population and they conclude that the chemical is not a carcinogen.  Why might this not be a fair comparison and describe what would make a better control (or comparison) group?

E8. Suppose the following data points are the monthly expense figures of the department you run during the past year from January through December, in millions of dollars:

20.0, 20.4, 20.8, 20.9, 21.0, 21.1, 21.2, 21.3, 21.4, 21.6, 21.8, 22.0.

a. Suppose your boss has told you to keep expenses steady for the year, how might you graph the
data so that they appear to have little increase over the year?

b. Suppose the same data are the profits for your department and you want to convince your

boss that the profits have been rapidly rising during the year.  How might you now graph the data?

E9. Neurofibromatosis is familial condition where the patient has developmental changes in the nervous system, muscles, and bones.  Some patients have multiple soft tumors all over their body.  A geneticist, who is an expert in neurofibromatosis, evaluates the charts of his patients and summarizes the data by the average life span and proportion of patients who have a full time job. In the discussion section of his article he reports on the short life span and the low percentage of people with neurofibromatosis who are employed.

a. Why might his data be misleading and not apply to all people with the disease?

b. In a genetic study the name given to the original person in a family who identifies to the medical community that the family has a genetic disease is called a proband, propositus, or index case. How do the probands usually compare in severity to the rest of the population who also have the genetic disease?

E10. Colton (1974) presents an example of a fallacy known as Berkson’s fallacy or Berkson’s bias. A study was conducted to investigate a possible association between tuberculosis (TB) and cancer.  The data was collected from autopsies performed at a large teaching hospital.  For each person it was noted whether there were signs of cancer and whether TB was present.  The following table was generated.  Table 2. Association of TB and cancer from 1632 autopsies
Table 2.  TB Present or Absent vs. Cancer Present or Absent
	
	TB Present
	TB Absent

	Cancer Present
	54
	762

	Cancer Absent
	133
	683

	Total
	187
	1445

	Percent with Cancer
	28.9%
	52.7%


What appears to be the association between TB and cancer? Why is this apparent association between TB and cancer spurious?
E11. A graph is produced with per capita fat consumption (gm/day) on the X-axis and the age-adjusted mortality rates from colonic cancer on the Y-axis.  Each data point represents a country.  For instance, Chile and Japan are in the bottom left corner of the graph as they have a low level of fat consumption and a low colon cancer rate, while New Zealand, Belgium, and Denmark are in the upper right corner with high rates of both fat consumption and cancer rates. The graph is linear with a positive slope.
a. What does this graph suggest about the relationship of fat consumption and colon cancer?

b. What types of scientific studies would give stronger evidence of this relationship?

c. What is the name of the fallacy where the grouped data is contradicted by the better study?

E12. A study was conducted by Messmer et.al. (1969) on 57 patients who were eligible for a heart transplant.  The patients were divided into two groups for comparison, those who received a transplant and those who didn’t.  For either group, for those patients who died, the time in months from when they entered the study (were deemed eligible for a transplant) and their date of death was recorded.  For those patients who had not died by the time of the data analysis, their follow-up time in months from their study entry to the date of the data analysis was recorded.  The mean time to death or follow-up time (in months) was calculated for each group.  The mean number of months was higher in the group who received a transplant and the authors concluded that transplantation was efficacious. 
a.

While all the patients in this study were ill and required a heart transplant, which group do you think the sickest patients were in at the end of the study (received a transplant or not)? Why?

b.

By utilizing the follow-up times for the patients who are still alive in the data analysis, statistically speaking, what have the authors done to these patients?

c.
What statistical procedure correctly accounts for patients who are lost to follow-up or censored (still alive)?

E13. Suppose a retrospective study of young women with stage 3 or stage 4 (stage 3 and 4 have a poorer prognosis than stage 1 and 2) breast cancer was conducted.  Among women who became pregnant and completed pregnancy after diagnosis, the survival rate was found to be higher than the rate among nonpregnant women of the same age.  Does this information mean that a woman with stage 3 or stage 4 breast cancer should try to become pregnant in order to live longer?

E14. There was an influenza pandemic from 1918-1920.  Approximately 500,000 people died in the US due to influenza.  Chronic obstructive pulmonary disease (COPD) is a lung disease that gets worse over time.  Suppose in 1921-1925 there was a sharp drop in the COPD mortality rate of the U.S. as compared to 1913-1917.  Would you agree that this proves that an attack of influenza protects against COPD?
E15. Papadrianos et al. (1967) wanted to test the hypothesis that daughters of mothers who had breast cancer have an earlier age of onset of the disease than their mothers.  They collected data from 181 pairs of mother and daughters where both women had developed breast cancer.  The mean age of onset for the mothers was 59.7 years and for the daughters 47.5 years.  They concluded the daughters develop the disease approximately 12 years earlier and that this suggests that the earlier onset is transmitted by a genetic mechanism.  In addition they said, “No matter how statisticians may interpret these data, they are too real to be ignored (p. 16).”  Do you see any flaws in the design of the study and the authors’ conclusions?

E16. Mercuric oxide is a toxin.  In high doses it can cause psychological problems in humans.
 a. What character in Alice’s Adventures in Wonderland is associated with mercury poisoning?

Siblerud (1998) recruited 70 volunteers (college students) and then divided the subjects into those with and without any dental amalgams (metal fillings that contain mercury). The study subjects were given a mental health questionnaire.  The two groups were then compared on measures of mental health.  One of his findings was that the amalgam group appeared to have a poorer lifestyle than the group without amalgams as they ate more sweets, smoked more cigarettes, drank more alcohol. He concluded that this is evidence that the mercury in the amalgams is causing a poorer choice in lifestyle.  Do you agree?
E17. People v. Collins, Crim. No. 11176, Supreme Court of California, March 11, 1968, California Case Law, Cal 2d., Volume 68. Defendant Collins was accused of robbery and was convicted.  The conviction was appealed to the Supreme Court of California. The following evidence was presented at the original trial. A woman had her purse stolen. The witnesses did not get a good look at the robber’s face. Witnesses were able to describe some characteristics of the robber, the get-away car, and the driver. The prosecution calls an Instructor of Mathematics (hopefully not a member of the American Statistical Association) to testify. The instructor explains the product rule for multiplying probabilities of independent events.  The prosecution suggests these probabilities to the instructor: black man with a beard 1 in 10, man with a moustache 1 in 4, white woman with pony tail 1 in 10, white woman with blonde hair 1 in 3, yellow automobile 1 in 10, and interracial couple in car 1 in 1000.  He asks instructor what the probability would be under these estimates and the instructor replies 1 in 12,000,000. The Prosecutor claims these estimates are conservative and the truth is that the real chance is closer to 1 in a billion. The jury finds defendant guilty.  The appeals court had two major problems with the statistical analysis.  What were they?

E18.  [From: David S. Moore & George P. McCabe (1989)]
In an attempt to help consumers make informed decisions about health care, the government releases data about patient outcomes by hospital for a large number of hospitals.  Here are data on the survival of patients after surgery.  All patients undergoing surgery in a recent time period are included; "survived" means that the patient lived a least six weeks following surgery.  Not all surgery cases are equally serious, however. Therefore, the government report breaks the data down by the condition of the patient before the operation.  Patients are classified as being in either "poor" or “good" condition.
Table 3. Patients in good condition from two hospitals (A & B)
	

	died
	survived
	death rate

	Hospital A
	8
	592
	6/600 = 1.3%

	Hospital B
	6
	594
	6/600 = 1.0%


a. If you are in good condition, in which hospital would you want to have your surgery, A or B?

Table 4. Patients in poor condition from two hospitals (A & B)
	
	died
	survived
	death rate

	Hospital A
	8
	192
	8/200   =   4.0%

	Hospital B
	57
	1443
	57/1500 = 3.8%


b. If you are in poor condition, in which hospital would you want to have your surgery, A or B?
Table 5. Patients from two hospitals (C & D)
	
	died
	survived
	death rate

	Hospital C
	16
	784
	16/800 =   2.0%

	Hospital D
	63
	2037
	63/2100 = 3.0%


c. If this was the only data available, in which hospital would you want your Surgery, C or D?

d. What is the relationship between hospitals A, B, C, and D?

e. What has happened when the tables were combined?
E19. [From Roht (1982)] A study was made of the interval between operation and recurrence in a series of patients with recurrent breast cancer.  If operation and recurrence both occurred before the menopause, the mean disease-free interval was shorter than if the operation preceded and the recurrence followed menopause.  Can you conclude that the occurrence of menopause has a beneficial effect in postponing recurrence of breast cancer?
E20. [From Roht (1982)] Judging by the death rates in the US, the safest occupation for males is that of messenger boy.  Do you agree?

3. ANSWERS
Answer 1. 
Table 6.  TB cases & rates in NC for 2012
	County
	No. cases TB
	Rate per 100,000

	Mecklenburg
	30
	3.1

	Guilford
	17
	3.4

	Wake
	16
	1.7

	Robeson
	13
	9.6

	Durham
	10
	3.3

	Northampton
	4
	18.7

	Bertie
	3
	14.5

	Lenoir
	8
	13.5


Mecklenburg County has the largest population of the 100 counties in NC.  The number of cases of TB needs to be divided by the population of the county to produce a TB rate.  In Table 6 the rates of TB per 100,000 population, and the data for the three counties with the highest TB rates, have been added to Table 1.  Mecklenburg County is not even in the top 25 counties with the highest rates of TB in NC. This fallacy is known as lack of denominators.
A2.  a. Because more Honda Accords were sold during this period than any other model of car in the US, Honda thought the number of cars stolen in each category should be divided by how many were on the road at this time and be reported as a stolen car rate for each model.  Again, this is a lack of denominators problem.

A3.   Utah has the lowest median age of any state in the US.  Florida has one of the highest. This error is known as a lack of age adjustment.

A4.  Lack of a standard of comparison (or lack of a control group).  For all one knows, two-thirds of the general population may have been at some time 11 percent or more overweight.  In addition, without further specification, the phrase “at some time” is much too vague.  Could this even refer to infancy?  Another point of difficulty is the statement concerning the availability of data on maximum weight.  For what proportion of diabetics was the data not available?  There is also the possible selective factor that patients who appeared to be obese tended to be queried regarding their maximum weight, while others with a non-obese appearance tended not to be asked the question.  Thus, the data may have tended to be available because the patient was obese.

A5. a. Approximately 5’10”. 

b. Taller.
c. Shorter – This phenomenon is referred to as regression to (towards) the mean (height).  You might think that the sons would be taller due to improvements in nutrition and medicine but this does not take into account the height of the mother.  Galton (1886) was the first to describe this idea in his paper “Regression towards mediocrity in heredity stature.”
A6. a. Higher.
b. Lower, as regression to the mean will probably occur.  Some of the subjects do not have chronic hypertension but only had a high reading one particular time.  Their sbp will probably regress (lower) on the next measurement.

c. One can measure blood pressures several times in each person and institute a control group in the experiment to estimate how much of the reduction is due to regression to the mean.

A7.  People who are employed tend to be healthier than the general population.  This phenomenon is known as “the healthy worker effect.”  The sickest people in the population, including a large number of cancer patients, may not be healthy enough to work.  Additionally, in the US for adults under the age of 65, people with a job tend to have better access to health care than those who are not employed. A better comparison group would be workers doing similar type jobs but not exposed to the chemical.  Researchers for the DuPont Company (Leonard, 2007) used their mortality registry that contained data from all their present and past workers since 1957, to investigate whether their workers who were exposed to chloroprene had higher death rates than one would expect. The first comparison was to the national death rates after adjusting for age, race, and gender.  The mortality rates for all causes of death, all causes of cancer and respiratory cancer were virtually identical to the national rates and were not statistically significant.  However when these three mortality rates were compared to rest of the workers who were not exposed to chloroprene, all three rates were higher than the controls and were all statistically significant.  They attributed the difference in the mortality rates when they used the national rates and when they use the control group of non-exposed DuPont workers to the healthy worker effect. 
A8.  a. Have the Y-axis start at 0 and go to 22 (million).

b. Have the Y-axis start at 20 and go to 22.

A9. a. The patients the geneticist evaluates might have a more severe case of neurofibromatosis than the typical patient with the disease.  With neurofibromatosis, the severe patients have numerous tumors on their body while the mildest cases have café-au-lait (light brown) spots that might be misdiagnosed as a birthmarks or dermatological problems.
b. They tend to have more severe disease.  This is why they are the first family members to be recognized with the disease.

A10.  It appears that having TB offers a protection for developing cancer. Berkson (1946) explained how such spurious associations can occur in hospital data and the fallacy is named after him.  He showed spurious relationships can result when the admission rates to the study are not the same for the different groups.  Colton (1974) describes how this could occur in this study of the relationship of TB and cancer.  In this example, suppose in the general population there is no relationship between having TB and having cancer.  Further, assume the probabilities that a person is admitted to the hospital and autopsied are different for patients having only TB, only cancer, and having both TB and cancer.  He showed that a false association between TB and cancer may appear in the results of the autopsy data.  The false associations generated by these types of differing admission rates to a study are now referred to as examples of Berkson’s bias or Berkson’s fallacy.  (See Colton or Andersen (1990) for more details). Berkson himself preferred the term Berkson’s bias as he did not make the error.
A11. a. It suggests that the more fat a person consumes, the more likely they are to develop colon
cancer.

b. One example of a better design is a prospective study.   In a prospective study, people are
divided into two groups, those with high fat diets and those with low fat diets. The study
would follow them for a number of years and compare the incidence of colon cancer in
the two groups.  A retrospective case-control study would start with a group of patients
with colon cancer and then a control group of people without colon cancer would be
assembled.  The two groups are questioned for their past diets and particularly their consumption of fat.  A clinical trial could be conducted with one group randomized to their normal (high fat) American diet, while the treatment group starts on a low fat diet.  The two groups would be followed for a number of years to determine the colon cancer rates for the two diets.

c. An ecological fallacy. Note, it is theoretically possible, due to the grouped nature of the
data, that all of the subjects with colon cancer ate a low-fat diet.  More accurate results are obtained by having individuals as the unit of analysis not grouped data such as countries.  Remember, countries don’t get cancer, people do.
A12. a. The earliest deaths occurred in the group that did not receive a transplant.  It may be the case that these patients were so sick that they did not survive long enough to have a donor heart matched for them.  Thus their early death automatically puts them in the not-transplanted group. These cases do not in any way test for the efficacy of heart transplants. 

b. Statistically speaking, the authors killed these people.  For patients who were still alive, their follow-up time was recorded the same as if that person would have died on the last day of follow-up. The following results from the study should have alerted the researchers that their analysis and conclusion was probably in error. For the transplant group, only 2 out of 15 were still alive (13%).  For the group who did not receive a transplant, 15 out of 42 (36%) were still alive. Because a greater percentage of patients in the not transplanted group were still alive, their incorrect analysis resulted in a bias that was in favor the transplant group.

c. Kaplan-Meier survival estimation will correctly address this type of data.
A13.  The disease may be severe enough to prevent some women from becoming pregnant.  The women with the most severe disease may not be healthy enough to become pregnant, or may choose not to become pregnant. In addition, those who completed pregnancy have an additional nine months of survival by definition.  

A14. Since both diseases have a respiratory component, it may be that influenza killed those persons who might also be at higher risk of dying from COPD.
A15. This study contained a bias in that the authors compared only pairs where the mother and the daughter developed the disease sequentially.  There are many daughters of women with breast cancer who will develop the disease at a much later age than their mother and daughters who will not develop it at all.   These pairs, where the daughter had not yet developed breast cancer or will not develop it during her lifetime, are not included in the study. Also, the authors did not consider the possibility of new diagnostic techniques to detect cancer at an earlier age. In addition, the phenomenon of anticipation in genetic diseases was not taken into account.  The phenomenon of anticipation is that parents who have a particular disease may bring their children to the doctor at a very early age or in adulthood, the daughter herself may choose to have early screening for breast cancer.  For some of these daughters the diagnosis may be earlier than the parent, but the actual age of onset for both the mother and the daughter will always be unknown.
However, genetic anticipation is known to occur in a very few diseases such as Huntington’s disease, myotonic dystrophy, and fragile X syndrome where, due to a genetic aberration (typically as the number of trinucleotide repeats are increased), the severity of the disease is worse and the symptoms occur at an earlier age in a child as compared to the affected parent.
A16. a. Makers of felt hats were exposed to mercuric oxide.  Some of them developed mercury poisoning that lead to psychological problems.  Hence the phrase, “Mad as a Hatter.”

b. The more likely explanation is that the sweets, smoking, and alcohol caused cavities, and hence lead to the presence of amalgams, rather than the mercury from the fillings caused the poorer lifestyle.
A17.   The ruling of the appeals court: “It is a curious circumstance of this adventure in proof that the prosecutor not only made his own assertions of these factors in the hope that they were conservative… but invited the jury to substitute their estimates.” “There was another glaring defect in the prosecution’s technique, namely an inadequate proof of the statistical independence of the six factors.”  For instance the probability of a white women with blond hair may not be independent of her driving a yellow car.  Another example of this is that a man with a beard may not be independent of the man having a moustache.  Also, wouldn’t the fact that an interracial couple was in the car already be taken into account given the perpetrator was African-American and the women driving the car was white?  The final ruling of the appeals court was “Mathematics, a veritable sorcerer in our computerized world, while assisting the trier of fact in the search for truth, must not cast a spell over him.  We reverse the judgment.”

A18.  a. Hospital B

b. Hospital B

c. Hospital C

d. Hospital C is the combined data in the two tables for Hospital A, and similarly 
Hospital D is Hospital B.

e. Simpson's paradox refers to the reversal of the direction of a comparison or an association when data from several groups are combined to form a single group.  This example can lead to a discussion of confounding variables with the students.  In this example, the sensible interpretation is in the separate tables, not the combined table. Norton and Divine (2015) describe real-life examples of the paradox from the fields of medicine, epidemiology, and the law.
A19. First, breast cancer pre- and post-menopause may have different causal mechanisms. The investigators may be analyzing different disease situations, which should not be considered as equivalent disease states.  Second, women whose disease and recurrence occurs pre-menopause, most likely have a shorter time disease-free compared to women whose disease is post-menopause.  Suppose that for the average woman who has a recurrence prior to menopause, her age at the time of her operation is 35 years old, her age at menopause is 40, and she lives to be 75 years old.  Her recurrent disease before menopause must be disease-free less than five years (35 to 40), while post-menopausal recurrence must be greater than 5 years since her operation, and could be as much as 40 years (35 to 75).
A20.  Messenger boys are very young.  They would be expected to have low mortality.  These data need to be age-adjusted to allow meaningful interpretation.

4. DISCUSSION
I have had success in teaching fallacies in numerical reasoning to medical residents at the hospital, or biology students at the university, using short scenarios to demonstrate the errors.  The types of fallacies I discuss in my lectures include lack of denominators, lack of age adjustment, lack of control group, regression to the mean, the “healthy worker effect”,  Berkson’s bias, ecological fallacy, incorrect analysis of censored data in survival analysis, using the product rule when the events are not independent and Simpson’s paradox. Candy (individually wrapped peppermint patties work well) is given to the first student who responds with the correct answer.  For the university students, I test them by giving similar examples where they have to list the principal fallacy.  

At the end of the lecture, I tell students that they should now be able to detect the fallacy in the following example presented in a letter to The New York Times (11/16/87) by Irving Lepselter; “William Tucker’s article brought to mind an experiment by a scientist with dubious credentials and recorded by him in his journal as follows: Day One- made loud nose behind frog. Frog jumped 15 feet.  Day Two- immobilized one hind leg of frog; then made same loud nose as on Day One.  Frog jumped only three feet.  Day three- immobilized both hind legs of frog, then made many loud noses, louder than Days One and Two.  Frog did not jump at all.  Conclusion- when both hind legs of a frog are immobilized, it becomes deaf.”
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Appendix – Extra test questions concerning fallacies in numerical reasoning.

In each example below, a fallacy or mistake has been made.  Name the fallacy.  If it does not have a name briefly describe the error.  Choose only one answer for each example.

a. In a properly conducted survey of breast cancer patients, it is found that over 85% of the

women with breast cancer drank 5 or more drinks a week that contained caffeine prior to getting the cancer.  This shows that caffeine consumption may lead to breast cancer. Answer: lack of control group.
b. A group of electrical power line workers was compared to the general population.  The rates
of brain cancer were the same for both groups.  This proves that working around electrical power lines does not cause brain cancer.  Assume the age, gender, and race of the two groups is the same. Answer: healthy worker effect. 

c. In North Carolina in 1998 there were 4300 car accidents.  Only 1200 of the drivers
were using a cell phone, while the vast majority, 3100 drivers, were not using a cell phone. This shows that using a cell phone while you are driving does not increase the probability of being in a car accident. Answer: lack of denominators.
d. A medical study was done monitoring students and faculty at several universities in the U.S.

It was found that the heart attack rate among students was only 1 per 100,000 but for the faculty the heart attack rate was 62 per 100,000.  This shows that while students believe there are under great stress (such as taking tests), it is actually the faculty who come under greater stress and have heart attacks. Answer: lack of age adjustment.
e. A doctor who is a specialist in muscular dystrophy reviewed her records. She had 75 patients
ages 25 to 35.  Of these 50 were not able to continue working 5 years after finishing high school or college.  She reported at a medical meeting that muscular dystrophy is an extremely disabling disease and over 65% of the people with this disease will not be able to work 5 years after completing their schooling. Answer: patients under the care of a specialist may have the most severe disease.

f. In 2006 in the U.S. 55 large airplanes were involved in accidents while only 40 small planes

had accidents.  This shows that smaller planes are safer than larger planes. Answer: lack of denominators.
g. A physician analyzed data from a randomized, double blind clinical trial testing whether
having patients take a daily aspirin would prevent them from having a second heart attack in the next year.  The physician calculated the percent of those people taking aspirin who had a heart attack the following year and compared it to the percent for those taking a placebo and concluded that heart attack rate was higher for those taking aspirin.  A statistician later reanalyzed the data separately for whites and African-Americans.  S/he got the opposite conclusion that the rates were lower for the patients receiving aspirin.  What is the name of the fallacy that the physician committed? Answer: Simpson’s paradox.
h. Concerning a recent ferry (boating) accident that killed 200 people the newspaper reported that
60 of the survivors were men and only 20 were female.  They concluded that this shows that men are stronger and more likely to survive major boating accidents. Answer: lack of denominators.
i. A recently conducted study of adult leukemia patients in the US showed that 72 per cent of 
leukemia patients used a microwave at least three times a week.  This would indicate that the use of a microwave oven might cause leukemia. Answer: lack of control group.
j. Two hundred guests attended a banquet.  50 people became sick with abdominal cramps and 
diarrhea.  A survey was given to the 50 sick guests where they listed what foods that had eaten at the banquet.  
Table 7.  For the 50 sick people, the food they ate and the % who became ill
	Food
	Number out of 50 eating food
	% out of 50 people

	Chicken
	49
	98%

	Crab
	48
	96%

	Ice cream
	40
	80%

	French fries
	30
	60%

	Sour cream dip
	25
	50%


Since the food that was eaten by the most people that got sick was the chicken, it is most likely that the chicken was spoiled or contaminated and caused the illness. Answer: lack of control group. What if all 200 people ate the chicken but only 48 ate the crab and they all became sick.
k. A study was conducted of male bankers.  The researchers compared those men in upper

management with recently hired college graduates.  The heart attack rate for those in upper management was 70 heart attacks per 1000 over 5 years but for the recent college graduates it was only one heart attack per 1000 over the same period.  This shows that the pressures of upper management may lead to heart attacks. Answer: lack of age adjustment.
l. A recent study of cocaine users aged 19-30 showed that 55% of them drank heavily (4 or 
more alcoholic drinks per week) while in high school.  This shows that drinking in high school may lead to more serious drug problems such as cocaine use as young adults. Answer: lack of control group.
m. The average age a US male was diagnosed with prostate cancer was 75.3 years in 1950.  In
1999 the average age a US male was diagnosed with prostate cancer was 66.2 years.  This shows that some environmental factor has changed causing men to develop the disease at an earlier age. Answer: better technology may be leading to an earlier diagnosis of the disease.

n.   A group of x-ray technicians was compared to the general population.  The rates of leukemia
were the same for both groups.  This proves that working with x-ray equipment does not cause leukemia.  Assume the age, gender, and race of the two groups is the same. Answer: healthy worker effect. 

o. A doctor who is a specialist in treating children with sickle cell anemia reviewed her records 
and published a report that showed that children with sickle cell anemia missed an average of 22 days of school a year, 55% had to repeat a year of school because of the days missed with the disease, and had to be treated in the hospital emergency room an average of 6.3 times per year.  She reported that the majority of the children with sickle cell anemia would have to be kept back a year in school and go the emergency room over 6 times in a year. Answer: Patients under the care of a specialist may have the most severe disease.

p. It has been said that teenage drivers are more likely to get into a car accident when there are
several other teenage passengers in the car.   But accident data from Charlotte NC shows that there were 512 car accidents when a teenager was the driver and no one else was in the car and only 398 accidents when a teenager was driving and there were 4 or more teenage passengers in the car. These data clearly show that teenage drivers are more likely to get into a car accident while driving alone than when there are 4 or more teenage passengers in the car. Answer: lack of denominators.
q. In Charlotte last year 712 Toyota Camrys and 634 Honda Accords were stolen but only 50 
Mercedes Benz and 20 Jaguars were stolen.  This shows that if you buy a very expensive car such as a Mercedes or a Jaguar it is much less likely to get stolen that a cheaper car. Answer: lack of denominators.
r. In a properly conducted survey of breast cancer patients aged 40-50, it is found that over 90% 
of the women with breast cancer ate meat 5 or more times a week. This shows an association between meat consumption and breast cancer. Answer: lack of control group.
s. A physician analyzed data from a randomized, double blind clinical trial testing whether
having patients taking propanol would prevent them from having a second heart attack in the next year.  The physician calculated the percent of those people taking propanol that got a heart attack the following year and compared it to the percent for those taking a placebo and concluded that heart attack rate was higher for those taking propanol.  A statistician later reanalyzed the data separately for males and females and came to the opposite conclusion, that the rates were lower for the patients receiving propanol.   What is the name of the fallacy that the physician committed? Answer: Simpson’s paradox.

t. In North Carolina in 1999 there were 5050 car accidents among drivers under the age of 20,

10157 accidents among drivers between 20 and 65, and 8009 accidents among drivers over 66 years of age.  While it had been thought that teenage (under 20 year of age) drivers and senior citizens (over 65) were the most likely to get into an accident while driving, these data clearly show that adults between the ages of 20 to 65 have the greatest change of getting into a car accident while driving. Answer: lack of denominators.
u. A survey on a random sample of adults with insomnia (problems sleeping) was conducted. 
The survey showed that 85% of people with insomnia drank 3 or more cups of coffee or drank 3 or more drinks (12 ounces) of soft drinks with caffeine per day.  This proves that drinking beverages with caffeine may lead to insomnia. Answer: lack of control group.
v. In North Carolina in 1997, 1387 people died while driving automobiles while only 362 died while driving motorcycles.  This shows that it is safer to drive a motorcycle rather that drive a car. Answer: lack of denominators.
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